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Question: What’s the name of the poke restaurant I ate at during CHI?

Multimodal Episodic Memory
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Answer: The name of the poke restaurant is Ono Seafood
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Figure 1: OmniQuery enables natural language QA on users’ multimodal memory. This is achieved by augmenting the episodic
memories in photo albums with inferred semantic memory.

ABSTRACT
We present OmniQuery, an interactive system that augments users’
personal photo albums and enables free-form question answering
on users’ past memories. OmniQuery processes multimodal me-
dia data in personal albums, aggregates them into related episodic
memory databases in different levels, and infers semantic knowl-
edge including personal facts like social relationships, preferences,
and experiences. OmniQuery then allows users to interact with
their database using natural language, giving media that directly
matches the query or an exact answer supported by related media
as a result.

CCS CONCEPTS
• Human-centered computing → User studies; Interactive
systems and tools; Interaction techniques.
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1 INTRODUCTION
People often take pictures and screenshots to record and share
memorable moments and important information in their lives [4],
making their digital photo album a personal dataset of episodic
memories. Such a dataset includes a diverse range of data structures
from textual (e.g., newly added contacts, chat history among user
groups, etc.) to graphical information (e.g., conference event con-
firmations, scenic photos, etc.), which has the huge potential to be
used for personal memory retrieving and enhancing our interaction
with past experiences.

With the rapid advancement in AI, numerous work and products
were developed to utilize personal history data for interacting with
past episodic memories, including intelligent search of text and
objects within pictures actively taken by users [1, 2, 6] and passively
captured by the system (e.g., Microsoft’s Recall1 and pervasive AR
systems [5]). However, existing tools usually treat graphic and
textual information as individual pieces to be matched and retrieved.
They do not provide a comprehensive semantic understanding on
the memory context. For example, current systems might be able
to locate vacation photos using metadata or image content but
cannot synthesize this information to understand the user’s travel
plan (e.g., multi-city visits, activities, and travel companions). In
this paper, we present OmniQuery, a framework that augments
users’ personal media database and enabling free-form question
answering on users’ past memory.

1https://learn.microsoft.com/en-us/windows/ai/apis/recall
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Figure 2: The system diagram of OmniQuery

OmniQuery takes multimodal media such as photos and videos,
along with metadata including the time and location of the captured
media, to construct a personalized semantic knowledge base. Such
multimodal media represents the episodic memories of the user
and OmniQuery processes them into structured data leveraging
multimodal AI models. Then it performs different levels of semantic
analysis on episodic memories to infer semantic memory, such as
events occurring within a single day or over extended periods.

Upon detecting these events, OmniQuery re-examines the raw
media data to further infer personal knowledge and detailed in-
formation about the events, functioning as an intelligent assistant
that automatically comprehends past experiences. Example inferred
knowledge includes personal facts like social relationships, prefer-
ences like hobbies and favorite food, and experiences like travels
and events. Ultimately, OmniQuery enables natural language query-
ing and answering, allowing users to interact with their indexed
episodic memories. As a result, OmniQuery gives either the exact
media that matches the query or an answer powered by supporting
media.

2 SYSTEM DESIGN
OmniQuery consists of two major components: (i) the structure of
a personalized semantic knowledge base from augmenting multi-
modal data in personal albums, and (ii) an interactive system that
enables natural language QA on the semantic knowledge base.

2.1 Memory augmentation
Every picture and video in the personal photo album is referred
to as episodic memory of the user as it stores detailed and context-
specific information about what the user saw and heard on that
particular day and at that specific location.

Oppositely, such episodic memories lack a general understand-
ing and knowledge of the user’s history. For example, they do not
identify patterns in the user’s hobbies (e.g., regularly going to the
gym) or detail activities during specific events (e.g., dining in a
good restaurant during a conference). Such semantic knowledge
could enable more general question answering capabilities on the
personal photo albums, however, it requires processing and under-
standing multiple semantically, temporally and spatially related
episodic memories simultaneously.

We discuss the workflow of building such personalized semantic
knowledge as follows.

2.1.1 Pre-processing. OmniQuery processes pictures (visuals) and
videos (visuals and audio) in the photo albums, each containing
metadata including the capture time and location. As the first

step, OmniQuery processes the data into structured text data (e.g.,
<scene caption> <visible text> <object> <speech> <sound
description>) leveraging multimodal AI models.

2.1.2 Event and semantic knowledge inference. Media files taken
on the same date are grouped together and the corresponding struc-
tured text are sent to an LLM to detect event-related information
(e.g., pictures of conference registration indicating a conference
happening on that day). Then all the event information within a
week is grouped and OmniQuery further leverages an LLM to distill
more significant events (e.g., conference that spans multiple days).

Once events are detected, the raw episodic memories are revis-
ited, and together with the event information, LLMs are used to
infer semantic knowledge (e.g., I stayed at a hotel with marine view
during the conference).

2.1.3 Indexing. All episodic memories (image embeddings) and
the parsed semantic knowledge (text embeddings) are indexed for
efficient retrieval and enhanced question-answering capabilities.

2.2 End-to-end interactive system
As shown in Figure 2, OmniQuery adopts a RAG-based system
architecture [3] to enable users interact with the augmented multi-
modal database using natural language. Specifically, OmniQuery
maintains three major vector database – multimodal episodic mem-
ories, detected events, and semantic knowledge. Given a natural
language query, OmniQuery first computes its text embeddings and
calculates the similarity between it and each vector database. Then,
OmniQuery retrieves the top K most similar elements from each
vector database and leverages an LLM to generate the answer. For
answers that can be supported by specific episodic memories (e.g., a
photo of the restaurant when querying the name of the restaurant),
the corresponding episodic memories are also provided as context.

3 PRIVACY CONCERN
Note that media in photo albums may contain a lot of private infor-
mation, including personally identifiable information (PII). To miti-
gate privacy concerns, locally deployed models or on-device models
should be utilized. However, as a proof-of-concept, we demonstrate
the potential of our system by leveraging state-of-the-art models
(such as OpenAI APIs, which also claim not to save user data on
their servers for privacy reasons) in this project.
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